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Chit-Chat @

Persona 1 | Persona 2

I like to ski I am an artist

My wife does not like me anymore I have four children

I have went to Mexico 4 times this year | I recently got a cat

I hate Mexican foad T enjoy walking for exercise

I like o eat cheelos T love watching Game of Thrones

|PERSON 1:] Hi

[PERSON 2:] Hella ! How are you Loday ?

[PERSON 1:] Tam good thank you , how are you.

[PERSON 2:] Great, thanks ! My children and I were just about to watch Game of Thrones.
[PERSON 1:] Nice ! Ilow old are your children?

[PERSON 2:] I have four that range in age from 10 to 21. You?

[PERSON 1:] I do not have children at the moment.

[PERSON 2:] That just means you gel {o keep all the popeorn for yoursell.
[PERSON 1:] And Cheelos al the moment!

|PERSON 2:] Good choice. Do you watch Game of ‘Thrones?

[PERSON 1:] No, I do not have much time for TV.

[PERSON 2:] T usually spend my time painting: but, Tlove the show.

Example dialog from the PERSONA-CIIAT dataset. Person 1 is given their own persona (top
left) at the bepginning of the chat, but does not know the persona of Person 2, and vice-versa. They
have to get to know each other during the conversation.

Open domain
Short conversation: <10 turns
Small talk: shallow topics, quick switches
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What'’s the difference? %X
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A Transformer Model...

e Long fixed-length sequence model. In our case: 512 bpe tokens.
e Pre-train the model on the language modeling task on a large dataset (Toronto)
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e \We use the model of Improving Language Understanding by Generative Pre-Training
by Radford et al. (2018)




Encoding a Dialog ™



Encoding a Dialog and a Persona

e Dialog:
e Alternating utterances
e Dialog flow
e Conditioning on a personality

e Transformers have positional embeddings
= Learn additional special embeddings for utterances / personas

" ke 10| sk | Helo 1 How are | you todey 7 1 am good | tank you [NUCCEERERE
e T
EmE

Positional embeddings




Learning Dialog Flow @



Semantic Learning on Dialog Utterances

e Learning to distinguish a real answer from a distractor.
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Can be combined with language modeling fine-tuning in a multi-task fashion




That’s it for today
Thanks for listening!
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Encoding a Dialog and a Persona

e We can play with these embeddings to manipulate the notion of a sequence
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e Ve can also augment the dataset to bias towards positional invariance
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